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I.	 SYNOPSIS

ChatGPT and other generative artificial intelligence (“AI”) 
applications are not merely coming for our jobs; they are also 
among the most powerful, if not dangerous, tools available 
to lawyers today.  With such immense power must also 
come rigorous commitment to using these tools responsibly.  
This article surveys common ethical issues facing lawyers 
using generative AI and it offers best practices for those 
hoping to do so successfully and responsibly.

II.	 INTRODUCTION

AI is often portrayed in science fiction as an existential 
threat to humanity. A prevalent theme is that humans will be 
replaced, subjugated, or even annihilated by our very own 
robot offspring. Samuel Butler’s Erewhon (1872), inspired 
by Darwin’s Origin of the Species (1859), and even Mary 
Shelley’s Frankenstein (1818) and Fritz Lang’s Metropolis 
(1927) are some of the earliest science-fictional warnings 
about the perils of AI.02 In the popular Terminator franchise, 
an AI defense system (SkyNet) becomes sentient, triggering 

a nuclear holocaust and wiping out most life on Earth. 
Similar events force the vestiges of humankind underground 
in a last-ditch resistance against hegemonic machines in 
The Matrix trilogy, as relayed in the Animatrix, a series of 
short prequels and other stories considered sacred in that 
cinematic universe. Similar is the 2023 blockbuster, Mission 
Impossible: Dead Reckoning Part One, with Part Two expected 
in 2025.

These and other foreboding, fictional representations of 
AI have contributed to the public sense of anxiety, if not 
outright fear, about the future of man vs. machine. In the 
last couple of years, something beyond fiction has caused 
widespread consternation, along with a certain amount of 
enthusiasm in some corners: the advent of ChatGPT. The 
legal community has not been immune from that sometimes 
schizophrenic reaction. While ChatGPT and similar 
technological developments offer intriguing opportunities, 
there are reasons to worry beyond having to explain to a 
court, “I am not a cat.”03

Almost as infamous as the feline lawyer are the two lawyers 
who filed a powerful legal brief advancing certain legal 
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theories supported with citations to, and quotations from, 
multiple precedents that turned out to have been invented 
from whole cloth by ChatGPT.04 The attorneys who filed that 
brief were later forced to admit that (1) the attorney who 
prepared the brief relied almost exclusively on ChatGPT for 
legal research, (2) the supervising attorney had been entirely 
unaware but had also done nothing to check the other’s 
work product before signing and filing, (3) their brief cited 
and quoted several authorities that ChatGPT had simply 
made up (i.e., fake cases for fake propositions), and (4) they 
had initially been less than candid with the court when it 
questioned them about the integrity of their brief. Both 
attorneys then faced a highly publicized sanctions hearing, 
which was certainly more damaging to their careers than the 
mercy showed by the court, which imposed relatively small 
fines and made the lawyers apologize to any real judges 
whose names were ascribed to fake opinions.05

Meanwhile, a Colorado lawyer was suspended from practice 
in December 2023, following disciplinary proceedings 
in which he attempted to blame his reliance on false, AI-
generated citations on “a legal intern ... who ... [made] some 
mistake.”06 And in New York, an attorney was referred by the 
Second Circuit Court of Appeals to its attorney-grievance 
panel in early 2024, after that attorney admitted to citing a 
nonexistent case from ChatGPT in a brief.07

While ChatGPT may be new, lawyers have relied on 
computer-based technologies for legal research for decades 
that now utilize AI in one form or another. While Shepard’s 
may no longer be taught in law schools, and law firms have 
scrapped their physical libraries, there is no substitute 
for reading cases and more traditional forms of research 
to check and supplement leads received from computer 
searches. Recently released empirical data found that 
even leading legal AI tools offered by Lexis, Westlaw, and 
Thomson Reuters only provided correct, accurately sourced 
answers to legal queries 65 percent, 42 percent, and 20 
percent of the time, respectively.08 There is now growing 
concern that the rapid development of AI technologies, 
ChatGPT included, may ensnare lawyers, both those looking 
to cut corners by asking a computer to write their briefs and 
those trying in good faith simply to keep up with this rapidly 
developing innovation.

Whether lawyers can or should eschew ChatGPT or other 
AI technologies is, in the long run, probably unrealistic to 
a certain degree. It is hard to imagine a lawyer anywhere 
who can be found at a desk in the library cross-referencing 
multiple volumes of Shepard’s. This article does not advocate 
for specific uses or implementations of AI. Instead, it 
presupposes that a lawyer is considering dipping a toe into 
the AI ocean and accordingly offers an overview of these 
technologies and ethical ways to use them. Or, to put it 
differently, this article is about how to use AI without having 

to explain to a court either that you are not a cat or that your 
brief might as well be a fairy tale.

This article covers four overarching topics. First, it explains 
generally what AI and generative AI are, how they work, 
and what potential uses and limitations they entail for 
laypersons and lawyers. Second, it proposes several reasons 
why lawyers (especially trusts and estates lawyers) ought to 
care about AI and why they should consider incorporating 
AI into their practice. Third, this article surveys the principal 
benefits and risks of using AI, with emphasis on the perils 
posed to lawyers who use AI carelessly. And fourth and 
finally, it offers ethical guidance to lawyers seeking to use 
AI without being disciplined for doing so, including by 
identifying best and worst practices for lawyers seeking 
to employ AI while meeting their duties of competence, 
confidentiality, supervision, and candor with courts 
and clients.

III.	 WHAT ARE AI AND GENERATIVE AI?

A.	 Generally

AI is an umbrella term that refers to various technologies 
that enable computers to engage in all sorts of human-
like behaviors.09 AI has a dizzying array of potential uses, 
from mundane tasks like recognizing symbols and images, 
to critically important ones like allocating and deploying 
energy, healthcare, or other resources based on copious 
amounts of data being collected and analyzed in real time.

AI is hardly new.10 In fact, it is highly likely that anyone 
reading this already relies heavily on AI, even if they do 
not realize it. This is because AI is already woven deeply 
into the fabric of daily life. AI is a critical component of 
Google searches11; of navigation applications like Google 
Maps,12 Waze,13 and Apple Maps14; of applications like Siri15 
and Alexa16; of recommendation platforms like YouTube,17 
Pandora,18 and Spotify19; of customer-service chatbots20; of 
spam filters for email applications like Gmail21; of biometric 
security functions, including those on smartphones22; and 
much, much more.23

And it is not just individuals who have come to rely on AI. 
Companies and entire sectors of the global economy run 
on AI, including for critical processes, from industries like 
healthcare, sports, self-driving cars, and robotics to retail, 
banking, finance, and healthcare.24 AI is quite literally all 
around us.25

B.	 Distinguishing AI from Machine Learning

Although often used interchangeably by laypersons, the 
terms AI and Machine Learning (“ML”) are not synonymous. 
Instead, ML is one particular use or application of AI, which 
typically entails an AI algorithm adapting over time, learning 
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and becoming more efficient at a particular task through 
cumulative data, experience, and reinforcement.26 Not all 
kinds of AI are self-honing in this way, but the subsets of AI 
that entail ML generally are.

C.	 Generative AI and Large Language Models

The way a particular AI tool functions depends on the 
specific application and intended use. Generative AI is a 
broad category of AI tools or applications that involve users 
creating “original”27 content by running user prompts or 
inputs through an AI algorithm, which then generates data in 
response to those prompts/inputs.

One application of generative AI is presently taking the 
world by storm: so-called Large Language Models (“LLMs”). 
LLMs are AI tools that take text or other input data and 
create text-based outputs. Many kinds of data can serve as 
LLM inputs, such as text, audio, images, and computer code. 
What differentiates LLMs from other forms of generative 
AI is that LLMs process inputs and then generate outputs in 
the form of a verbal answer, be it simple prose, poetry, a joke, 
computer code, the first thousand digits of Pi, or an essay on 
Moby Dick.

The most popular generative AI application at present is 
ChatGPT. ChatGPT is a tool that was released in November 
2022, by a now-famous technology company, OpenAI. 
OpenAI had previously gained acclaim for creating a nearly 
unbeatable AI for one of the world’s most popular online 
video games.28 But even OpenAI’s dazzling success in that 
forum could not have presaged its creation of a product as 
revolutionary as ChatGPT.

ChatGPT is a predictive-text LLM that “interacts in a 
conversational way,” like a human.29 Essentially, ChatGPT 
is designed to understand and communicate with humans 
through natural language by using a deep-learning model 
trained on vast amounts of publicly available data from 
the Internet.30 When a user inputs a question or prompt, 
ChatGPT analyzes that text, looks for patterns amidst the 
data it was trained on, and generates a coherent response. 
And in creating that response, ChatGPT essentially functions 
like a predictive-text tool: its answers are in essence what 
ChatGPT believes to be the next-most-likely words and 
sentences based on its algorithm, its training, and user 
inputs.31

ChatGPT does not possess consciousness or understanding 
in the human sense. Instead, it relies on raw statistical 
associations when responding to a user prompt. ChatGPT 
might thus be likened to a very advanced version of 
predictive-text tools like AutoCorrect or AutoComplete 
apps, which try to anticipate what someone is typing based 
on (i) what they have already typed and (ii) what people 
typically type after having typed those prior words, as one 

sees when typing in a Google search bar or in a messaging 
application. But, whereas those sorts of predictive-text 
programs are often prone to wildly (and sometimes 
hilariously) incorrect predictions, ChatGPT and other leading 
LLMs have proven to be impressively accurate and reliable 
much of the time.

There are both free and paid versions of ChatGPT available 
for use today. As of mid-2024, the free version of ChatGPT 
uses an older version of OpenAI’s algorithm, known as GPT-
4, while the paid version grants users access to OpenAI’s 
“flagship model” algorithm, GPT-4o (with “o” supposedly 
standing for “omni”).32

D.	 Uses for ChatGPT and Other LLMs

The potential uses for ChatGPT are legion, both for 
laypersons and professionals.

ChatGPT can be helpful to laypersons for general research, 
such as answering queries that might typically be posed 
to Google, such as, "how far away is the Moon?" or "when 
did California formally join the United States?" ChatGPT 
can also compose poetry, write or debug computer code, 
prepare a resume or job description, or create a unique 
story from a short prompt. As the saying goes, there may 
be something for everyone in the family: children can use 
ChatGPT to write a joke or obtain explanations of complex 
math problems; teenagers can ask for relationship advice 
or to translate their French homework; and adults can 
ask ChatGPT for potential travel itineraries or about the 
meaning of life. Although not exactly a one-size-fits-all tool, 
ChatGPT is intended to be wide-ranging in its applications 
for a mass audience.

ChatGPT and other LLMs also have potential for 
professionals. Emerging evidence suggests that lawyers 
and other professionals are already relying on ChatGPT 
and other AI applications for a range of tasks critical to 
those professionals’ lines of work.33 Lawyers are using these 
tools to draft emails, letters, and other correspondence; 
review and summarize voluminous documents; draft legal 
instruments, pleadings, motions, and discovery; analyze and 
brief legal issues; and more.

E.	 Limitations for ChatGPT and Other LLMs

Notwithstanding the broad-based potential for ChatGPT 
and other LLMs, these tools are not without their limitations, 
many of which are significant.

The Mata v. Avianca fiasco is one such example. ChatGPT 
and other major LLMs are known to hazard guesses, instead 
of conveying uncertainty about a prompt, and to have what 
are called “hallucinations,” which are made-up or fallacious 
answers that result from a misfire by an AI tool. Although 
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a universally accepted definition of an AI hallucination 
remains elusive, emerging scholarship has articulated 
multiple “dimensions” or ways in which lawyer AI tools may 
be said to have hallucinated: namely, failures of “correctness” 
and failures of “groundedness.” The proponents of those 
categorizations teach that correctness issues are present 
when a legal AI tool’s response either “contains factually 
inaccurate information,” refuses to provide an answer, or 
provides an irrelevant answer (collectively, an “incorrect” 
response). And groundedness issues arise when key factual 
propositions either are unsupported by any citation at all 
(i.e., “ungrounded”) or “are cited, but the source does not 
support the claim” (i.e., “misgrounded”).34 Using those two 
axes, those authors define a hallucinated response from 
a legal AI tool as one that it is either incorrect or which is 
ungrounded or misgrounded.35 They then found that leading 
legal AI tools offered by companies like LexisNexis, Westlaw, 
and Thomson Reuters tended to hallucinate less frequently 
than ChatGPT, but that they all still hallucinated at 
dangerously high rates, between 17 percent and 33 percent 
of the time, while GPT-4 hallucinated 43 percent of the 
time.36 To put those numbers in perspective, consider how 
long you would retain a junior attorney if they came to you 
with fallacious answers between 1/5 and 1/3 of the times 
you asked them legal questions. Setting aside hallucinations, 
legal AI tools also gave incomplete responses to legal queries 
between 18 percent and 63 percent of the time, whereas 
GPT-4 did so only 8 percent of the time.37 To put it bluntly, 
those erroneous-response rates are discouragingly (if not 
embarrassingly) high, especially for what many would 
consider the most cutting-edge legal AI tools ever built.38 
ChatGPT generally does not retain information from prior, 
separate conversations. Instead, each chat thread is self-
contained. ChatGPT generally only remembers what you 
have said in a particular chat thread and “forgets” those 
conversations in any new threads that are opened.

Other major limitations of generative AI as it presently 
exists include the pervasive presence of bias, difficulties 
comprehending syntax and other human context in 
language, and overreliance on mathematical association of 
words and predictive-text models as a means of answering 
complex queries.

In Section VI below, strategies are discussed to manage 
these and other risks associated with the use of AI in the 
practice of law.

IV.	 WHY SHOULD LAWYERS CARE ABOUT AI?

There are at least two reasons why all lawyers (and 
professionals who work with them) should care about 
AI. They should care first and foremost because the 
benchmarks that AI is meeting are verifiably remarkable. 
And legal professionals should also care about AI because 

so many lawyers and their clients already seem to agree 
that AI is both inevitable and a potentially useful tool. There 
also can be no doubt that AI will create disturbances, if not 
seismic shifts, in the ways that estate planning lawyers will 
serve their clients in the future. The moment is opportune 
for lawyers to accept, if not embrace, the inexorable future 
of AI in the profession.

A.	 By Many Objective Measures, AI Is Impressing

Limitations aside, ChatGPT and other AI tools are doing 
objectively incredible things. Take, for example, GPT-4, 
OpenAI’s fourth-generation version of ChatGPT, which 
recently became available to the public for free. GPT-4 
has passed the Uniform Bar Exam (90th percentile score); 
the Wharton MBA exam (B or B-); U.S. Medical Licensing 
exams; an array of law-school exams; the SAT (verbal 93rd 
percentile and math 89th percentile); the GRE (verbal 99th 
percentile, math 80th percentile, and writing 54th percentile); 
and numerous Advanced Placement (AP) exams, including 
perfect scores of 5/5 on Art History, Biology, Environmental 
Science, Macro and Microeconomics, Psychology, Statistics, 
U.S. Government, and U.S. History, as well as passing scores 
of 4/5 on Physics 2, Calculus BC, Chemistry, and World 
History.39 GPT-4 has even passed the written portions of the 
introductory, certified, and advanced sommelier exams.40 
And of course, ChatGPT has passed variations of the Turing 
Test.41 At the time of these achievements, GPT-4 was in 
existence only about a year.42

B.	 All the Cool Kids (and Clients, Competitors, and 
Subordinates) Are Using It

Even if one were skeptical that ChatGPT and LLMs had 
staying power based solely on their merits, it is impossible to 
ignore what the data tells us about how enamored the public 
has already become with these tools.

As of early 2024, less than two years after ChatGPT’s 
launch in November 2022, it boasted over 180 million users 
worldwide, 100 million weekly active users, and monthly 
website visits exceeding 1.675 billion.43 It took ChatGPT just 
five days after becoming publicly available to eclipse one 
million users and just two months to reach 100 million users, 
both of which were the second-fastest adoption marks ever 
achieved by an online platform.44

Some surveys have found that users of ChatGPT and other 
AI tools are more likely to be male, with women less likely 
to use ChatGPT compared to men in the same occupation45 
and significantly less likely than men to report AI use at 
work (whether with or without work permission).46 Perhaps 
unsurprisingly, ChatGPT use is higher among young 
people.47 But, even still, survey after survey confirms that 
huge proportions of the public are using it. Some estimates 
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indicate that as many as half of all U.S. workers have already 
used ChatGPT, with incidence of use at work seemingly 
associated with one’s occupation.48 Lawyers have been 
relatively cautious about using AI at work, with only 30 
percent of them reporting ChatGPT use at work compared 
to 64 percent of journalists, 63 percent of software 
developers, 65 percent of marketing professionals, and 
45 percent of human resources professionals.49 But when 
including all kinds of use, both at work and at home, several 
surveys have found that roughly half of U.S. lawyers have 
already used ChatGPT or other kinds of generative AI.50 And 
of lawyers who report never having tried AI, about half of 
them either plan or expect to use AI in “their work within the 
next year” and/or believe the use of AI at work “will increase 
[their] efficiency.”51

Perhaps even more importantly, data also shows that 
lawyers’ clients are already using AI and that they may want 
their lawyers to do so, too. For instance, a 2023 survey by 
LexisNexis found that about one-third (32 percent) of legal-
services consumers had used generative AI and that only 
about one-fifth (21 percent) of legal-services consumers had 
“significant” or “fundamental” “concern[s] about the ethical 
implications of generative AI on the practice of law.”52 If 
lawyers’ clients are already using generative AI and tend to 
harbor minimal concerns about doing so in the practice of 
law, it seems unlikely that those same clients will be inclined 
to continue working with lawyers who resist becoming 
familiar with these tools. As a corollary to this, approximately 
two-thirds (68 percent) of Fortune 1000 in-house lawyers 
surveyed said they approve of outside counsel using 
generative AI, even though only one-third (38 percent) of 
law-firm leaders believed this to be the case.53 Thus, there is 
even greater demand on the consumer side for aptitude with 
legal AI tools than lawyers may appreciate.

And it is not just clients who believe lawyers should be 
using AI; LexisNexis also surveyed law students and found 
that about half of them (46 percent) believe that AI will 
significantly transform the practice of law, meaning, the next 
generation of lawyers already believes in the potential of AI 
and is preparing accordingly.54

Private and public entities are also rushing to create 
efficiencies in their work by implementing AI tools. Some 
estimates have found that approximately 37 percent of 
private organizations worldwide had already implemented 
some form of AI by 2019, an increase of 270 percent over 
the preceding four years.55 Similarly, other surveys revealed 
that between 1/3 and 1/2 of businesses are either already 
using generative AI or planning to do so soon, including for 
things like instant-messaging chatbots, recruiting, optimizing 
emails, and product recommendations.56 Law firms are no 
different, with approximately half (45 percent) of the AmLaw 
200 firms already reporting as of January 2024, that they 

have begun using generative-AI tools for client work.57 
Although judges and judicial staff appear to hold decidedly 
dimmer views about the role of generative AI in law (at least 
at present),58 they too are preemptively dedicating more 
resources and attention to the issue.59

C.	 Further Reasons Why T&E Lawyers Should Care 
About AI

There are additional reasons why trusts and estates lawyers 
in particular should care about AI.

Out of all potential uses, consumers of legal services have 
indicated that their second-most-likely need for which 
they may consider using AI is to create an estate planning 
document.60 Estate planners will thus face increasing 
pressure with greater acceptance of AI to demonstrate 
value for their services (in addition to the pressure they 
already face from pre-generative-AI competitors, such as 
RocketLawyer and LegalZoom), and it may well be most 
effective to do so with a plan that integrates appropriate 
use of AI-based estate planning tools. Lawyers are already 
accustomed to having to explain to clients the benefits of 
the computer programs they use to generate and customize 
estate planning instruments and the irreplaceable need 
for the lawyer’s wisdom, experience, and creativity in 
finding solutions that can be as unique as individual clients 
themselves. There seems to be no doubt that this will be the 
continuing and existential challenge facing estate planning 
lawyers in the future as AI develops.

V.	 BENEFITS AND RISKS OF LAWYERS RELYING 
ON AI

In evaluating whether and how to incorporate AI into 
the practice of law, lawyers must carefully weigh the 
countervailing benefits and risks of this technology and their 
intended uses for it.

A.	 Benefits of Lawyers Using AI

The potential benefits of AI tools for a law practice are 
numerous. One of the most frequently cited benefits of 
AI is the efficiencies it engenders. Numerous studies have 
found that AI tends to help save users time, especially on 
repetitive or rote tasks and as users become more familiar 
with the technology.61 That, in turn, has the potential to 
provide cost savings for both law firms and their clients. And 
perhaps because saved time and other efficiencies are often 
perceived as likely benefits of AI, in-house counsel (among 
others) tend to expect outside counsel to have lower bills as 
a result of using AI.62 AI also promises to promote improved 
content quality, not because AI content is inherently as 
good or better than human content creation, but because 
it can help augment human creativity (e.g., by helping with 
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brainstorming or by fleshing out nascent ideas) and because 
it can help minimize human errors (e.g., by cleaning up 
typos and grammar errors or by flagging mistaken citations). 
AI is a powerful educator and trainer for students and 
inexperienced workers, with its vast store of knowledge and 
an inexhaustible supply of patience for even the slowest 
learners. And even though mass availability of generative 
AI is a recent development, the rate at which its availability 
and scalability have ramped up strongly suggests that 
this technology is positioned to keep pace with exploding 
demand. That forward-looking potential reinforces the many 
well-intentioned (if not dangerously over-optimistic) hopes 
that generative AI may alleviate issues with access to justice 
by underserved groups.63

B.	 Risks of Lawyers Using AI

Having acknowledged these many potential benefits, it 
cannot be overstated that generative AI poses substantial 
risks for lawyers and their clients. Chief among those risks 
is the “hallucination” factor, discussed above. Reputation is 
the only true value a lawyer possesses; the risk to a lawyer’s 
career of a brief that cites fake cases is far greater than 
whatever sanction a court or bar association might impose.

Generative AI also suffers from transparency or, conversely, 
opacity issues. Little is publicly known about the algorithms 
underlying most major AI tools. In many ways, AI tools 
are black boxes into which few outsiders (e.g., scholars, 
would-be regulating agencies, etc.) have any visibility.64 This 
makes it difficult for such outsiders to audit and diagnose AI 
problems with confidence. Indeed, even when one uncovers 
an error or faulty response in a generative AI tool, users are 
often left to deduce how that could have happened without 
any information about the underlying algorithm and with 
little specific information about the data that algorithm was 
trained on. Although trade secrets are not unique to the field 
of AI, the opacity of AI tools poses several problems in the 
public’s collective efforts to understand and to safely wield 
these tools, especially as lawyers.65

Because of the transparency and hallucination risks, 
generative AI has consistency and reliability issues. Even 
top-of-the-line generative AI models make mistakes with 
startling frequency, notwithstanding their state-of-the-art 
training data, proprietary refinement techniques, and the 
world’s leading data scientists and engineers. As noted 
previously, a recent study found that three of the most 
prominent legal AI tools available (Lexis+ AI by LexisNexis, 
Westlaw AI-Assisted Research, and Ask Practical Law AI 
by Thomson Reuters) only answered queries accurately 
65 percent, 41 percent, and 19 percent of the time, 
respectively. GPT-4 (the version now available to the public 
for free), by contrast, gave accurate answers 49 percent 
of the time, while also hallucinating at a rate higher than 

the other three legal tools, doing so on 43 percent of its 
answers.66

AI tools like ChatGPT also pose serious dangers to 
confidentiality. The most obvious danger is that many 
prominent generative-AI tools (like ChatGPT) are not 
confidential, meaning they neither promise nor ensure 
confidentiality of users’ prompts and other typed 
information. In fact, many AI tools expressly warn that user 
information may be reviewed by quality-control teams or 
otherwise fed back into an LLM’s algorithm as part of a 
refinement process. In either scenario, potentially sensitive 
details that a lawyer has typed into an AI tool may become 
publicized.67 One way to mitigate this specific risk as a 
lawyer is to use lawyer-facing AI tools (i.e., ones specifically 
designed to be relied on by lawyers), many of which address 
a lawyer’s need for confidentiality by establishing various, 
redundant user-privacy measures. Such tools might include 
those offered by flagship legal-research companies (including 
LexisNexis or Westlaw/Thomson Reuters) or their lesser-
known competitors, many of which go to great lengths in 
protecting confidentiality of user data. On the other hand, 
ChatGPT and other non-lawyer LLMs may not have been 
constructed with a lawyer’s duty of confidentiality in mind.

The other main threat to confidentiality stems from data-
security issues, including those posed by hackers and 
other malicious actors, who might seek to access sensitive 
information typed into an AI tool. This risk is less easily 
mitigated by simply using a lawyer AI tool, as any computer-
based application will always be at least potentially 
susceptible to data-security risks. And sometimes, these 
risks spring up not by virtue of any malicious actor but 
simply by bugged computer code, as when ChatGPT 
experienced an outage in 2023 where some users were 
suddenly able to view other users’ sensitive information 
(including other users’ names, addresses, email addresses, 
credit card information, and portions of chat threads).68 
Thus, this is a risk that must be constantly monitored, 
including by ensuring that one’s preferred AI tools are 
managed by teams that place paramount importance on 
data-security protections.

As with many areas of life, bias remains a rampant problem 
in AI. For decades, studies have found that early forms of AI 
systematically delivered biased results leading to suboptimal 
outcomes for specific groups of people.69 This has also 
proven true with the advent of generative AI. A steady 
chorus of studies have concluded that generative AI tools 
are no different as they, too, generate biased responses that 
result from the underlying algorithm or training data (which, 
for the most part, are either nebulous or completely opaque 
to outsiders).70 Unfortunately, the bias exhibited by many AI 
tools, and specifically by generative AI, has only exacerbated 
preexisting issues with bias. It has tended to impact most 
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negatively those groups that are already marginalized or that 
experience other harmful structural biases, including people 
of color and women.71

Although many more risks accompany the use of AI, the 
final risk noted here is that of human error. In sum, even 
those most well-trained and proficient users of a technology 
sometimes make mistakes when designing, building, 
and using it. This seems especially true when computer 
engineering is involved, but it is also inevitably true when 
something as powerful as generative AI is suddenly available 
for every single person on the planet.

VI.	 ETHICAL CONSIDERATIONS FOR LAWYERS 
USING AI

Although the use of AI implicates various ethical duties 
for lawyers, maybe the four most salient are the duties of: 
(A) competence, (B) confidentiality, (C) supervision, and 
(D) candor (with courts and with clients). These concepts 
will be discussed in connection with the principal sources 
of California lawyers’ ethical duties, which include: the 
California Business and Professions Code, the California 
Rules of Professional Conduct, decisions construing the 
Business and Professions Code and the Rules of Professional 
Conduct, and the rules, guidance, and disciplinary decisions 
promulgated by state and local bar associations.

A.	 Competence and AI

1.	 Governing Rules

In the context of an attorney’s ethical duties, competence 
generally means providing legal services in a reasonably able 
and diligent manner. Competence does not mean perfection, 
but it does contemplate baseline levels of skill and effort. In 
California, there is a web of authorities that operationalize 
an attorney’s duty of competence.

Business and Professions Code section 6067 provides that 
the attorney oath taken upon admission to the Bar carries 
with it several duties, including the duty to “faithfully 
[] discharge the duties of an attorney... to the best of 
[one’s] knowledge and ability.”72 Business and Professions 
Code section 6068, in turn, enumerates various duties of 
attorneys, including several that correlate with the concept 
of competence. For instance, it imposes duties to maintain 
only “those actions, proceedings, or defenses ... as appear 
to him or her legal or just,” to maintain inviolate client 
confidence and secrets, to “respond promptly to reasonable 
status inquires of clients and to keep clients reasonably 
informed,” etc.73

The Rules of Professional Conduct take a more direct 
approach to codifying the duty of competence. Rules of 
Professional Conduct, rule 1.1(a), declares that attorneys 

“shall not intentionally, recklessly, with gross negligence, or 
repeatedly fail to perform legal services with competence.” 
Rules of Professional Conduct, rule 1.1(b), then defines 
competence as “apply[ing] the (i) learning and skill, and 
(ii) mental, emotional, and physical ability reasonably 
necessary for the performance of” the services which 
the attorney was retained to perform. Finally, Rules of 
Professional Conduct, rule 1.1(c), explains that incompetent 
attorneys can still provide competent representation to a 
client in three ways: (i) by associating or consulting with a 
competent lawyer for the matter; (ii) by acquiring sufficient 
learning and skill before performance is required; or (iii) by 
referring the matter to another lawyer who is competent. 
And as the comments to that rule confirm, the duty of 
competence implicitly imposes on attorneys a correlated 
“duty to keep abreast of the changes in the law and its 
practice, including the benefits and risks associated with 
relevant technology.”74

There are also several state and local bar opinions that are 
germane to the intersection of competence and emerging 
legal technologies. For instance, in 2015, the California State 
Bar Association issued a formal opinion holding that an 
attorney’s lack of competence in handling e-discovery issues 
could violate ethical duties and result in discipline.75 The San 
Diego County Bar Association has also issued opinions that 
expressly extend the duty of competence to include issues 
involving electronically stored information and technology-
assisted document review, holding that an attorney may 
fail to act competently if they cannot understand their 
client’s technology and assist in complying with discovery 
obligations.76 Also potentially relevant here are the many bar 
opinions and guidance confirming that attorneys must take 
reasonable steps to prevent data breaches or cyberattacks 
and that they must notify their clients and act swiftly in the 
event of such a breach.77

2.	 Extrapolating Competence Rules to AI

Against this backdrop, there appear to be at least five ways 
that AI may implicate a lawyer’s duty of competence.

First, attorneys endeavoring to use AI while complying with 
their duty of competence must embrace a lifelong-student 
mentality when it comes to AI. Specifically, attorneys should 
accept the fact that AI is going to be with us for some time 
and that they are going to need to familiarize themselves 
with this innovative technology, including its risks, benefits, 
and recommended and non-recommended uses.

Second, it is vitally important that any AI in the provision 
of legal services is checked by humans. That means that 
a human must review all generative-AI content used in 
drafting a motion, conducting legal research, preparing an 
outline for oral argument, or summarizing a voluminous 
document production. Even when lawyer-oriented AI tools 
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are used, the technology is just not advanced enough yet to 
warrant blind trust. Generative AI continues to hallucinate 
too much, and too little is known about why that continues 
to happen.

Third, attorneys seeking to use AI competently should begin 
exploring ways they can safely incorporate AI technologies, 
in concert with human oversight, into their practice. Lawyers 
and law firms alike (among countless other organizations 
and industries) are already racing to be among the earliest 
adopters of AI. It seems likely that they are doing so not 
because AI is poised to revolutionize the practice of law 
now, but rather because the initial promise AI has shown 
indicates that it might do that soon.

Fourth, attorneys should consider whether they need to 
notify their clients about particular uses of AI in advance. As 
the California Supreme Court has confirmed, communication 
with a client is a core component of competent 
representation.78 As such, a discussion of competent AI use 
would be incomplete without considering whether clients 
ought to be informed about the proposed use. Although 
this is discussed in greater detail below in Section VI(D), 
the abridged version is that delegating meaningful work to 
another attorney generally requires disclosure to a client. 
From that, one can reasonably expect courts to require 
similar disclosures to a client where meaningful work is to be 
delegated to a legal AI tool.

Fifth and finally, the duty of competence requires attorneys 
to take proactive steps to encourage safe and competent 
use of AI by other attorneys and nonlawyer assistants at 
one’s firm. To that end, attorneys should promulgate policies 
and procedures regarding the use of AI for client work. 
Anecdotal evidence suggests that the AM Law 200 has 
done so already. Additionally, such policies should probably 
emphasize the use of lawyer AI tools for lawyer tasks. 
Although a comprehensive comparison of available lawyer 
AI tools is beyond the scope of this article, recent data show 
two things: (1) such tools tend to outperform non-lawyer AI 
tools (like ChatGPT) when responding to legal queries, and 
(2) a wide chasm exists in the performance rates of current 
lawyer AI tools for lawyers and laypersons.79 Ultimately, 
even if mistakes are made with AI, paying for and utilizing 
these lawyer-specific tools will be yet another reasonable 
step that one can show was taken to mitigate the risks of AI.

Focusing on these five issues will not ensure an error-free 
career with AI. But it will minimize the chance that a lawyer 
is found to have breached his or her duty of competence 
while using an AI tool.

B.	 Confidentiality and AI

1.	 Governing Rules

As discussed above, Business and Professions Code 
section 6068 requires attorneys to “maintain inviolate the 
confidence, and at every peril to himself or herself, preserve” 
client secrets.80 Rules of Professional Conduct, rule 1.6, 
similarly provides that attorneys shall not reveal a client’s 
confidential information unless the client gives informed 
consent or disclosure is otherwise permitted.

It is important to recall that client confidentiality is distinct 
from, and not coextensive with, attorney-client privilege. An 
attorney’s duty of confidentiality extends to any information 
obtained during a representation unless generally known, 
not merely to confidential communications between client 
and lawyer.81 Confidentiality is thus broader than attorney-
client-privileged information.

There are limited statutory and jurisprudential exceptions 
to confidentiality. The sole statutory exception under 
the Business and Professions Code is when an attorney 
reasonably believes that disclosure of client confidential 
information is reasonably necessary to prevent a crime likely 
to result in death or serious bodily harm to an individual.82 
Even then, in the rare case where this applies, an attorney 
may, but need not, disclose. The narrowness of this 
statutory exception underscores the California Legislature’s 
intentional choice to exalt a lawyer’s duty of confidentiality 
above nearly all other interests.83 Even still, courts have 
also held that established exceptions to the attorney-client 
privilege may also apply and permit disclosure of confidential 
information.84 Thus, if a crime-fraud or other Evidence 
Code exception applies to pierce the attorney-client 
privilege, it may also apply to override the attorney’s duty of 
confidentiality, too.85

2.	 Extrapolating Confidentiality Rules to AI

Given the paramount importance of confidentiality for 
California lawyers, there are several things to keep in mind 
when considering the use of generative and other forms 
of AI.

First, as discussed above, AI is not inherently geared towards 
confidentiality. In fact, many AI tools expressly warn that 
they are not confidential, as user inputs either get fed back 
into the algorithm or are otherwise reviewed by quality-
control teams for training purposes. Indeed, some generative 
AI tools have proven susceptible to novel security issues 
involving hacking86 and unauthorized publication of user 
data.87 As a result, lawyers should act as though everything 
they type into an AI tool will be publicized (similar to how 
many prudent lawyers write as though any communication 
they send to opposing counsel will likely end up in front 
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of a judge one day). As a practical matter, that means 
anonymizing or generalizing user inputs in a way that 
protects your clients’ confidence, e.g., instead of typing in 
all the specific facts of your case and asking an AI tool for 
relevant authority, prompt it in a way that makes it difficult 
to tie to your client. So instead of asking a generative AI tool, 
“What are the best legal defenses for John Smith if his text 
messages show he unduly influenced his wife Jane by doing 
[X, Y, and Z] shortly before she died?” One might instead 
ask, “What legal defenses apply where undue influence 
consisting of [X, Y, and Z] is alleged?” Training oneself to 
anonymize user prompts for AI tools does entail some 
burden, but it is worth the relatively small amount of effort 
required. At the very least, it is a reasonable step you can 
show you took in trying to protect client confidences.

Second, and similarly important, is that lawyers should 
endeavor to use lawyer AI tools for legal tasks. To be sure, 
one can reasonably hope and expect that ChatGPT and 
other non-lawyer AI tools will continue to improve, such that 
they may close the performance gap with legal AI tools on 
legal tasks. But at present, non-lawyer AI tools simply do too 
little to manage the peculiar risks associated with a lawyer 
using AI tools: they hallucinate too much, they do too little 
to safeguard user confidentiality, and they were not trained 
on the kinds of data (i.e., primary legal authorities, much of 
which is not publicly available) necessary to earn a lawyer’s 
reasonable reliance. Foremost among the things that 
ordinary AI tools often fail to do is ensure confidentiality of 
user information. The duty of confidentiality is too important 
to entrust client secrets to nonlawyer tools that are not 
similarly obsessed with confidentiality the way lawyers 
must be.

Third, when thinking about confidentiality, lawyers must 
also be mindful of data security. Even AI tools that promise 
to protect user data can be susceptible to hackers and other 
malicious actors. Perhaps because generative AI remains a 
nascent technology, there have not been any devastating, 
high-profile hacks of lawyer AI tools. But it is not hard to 
envision a scenario where someone might be incentivized 
to circumvent a lawyer AI tool’s cybersecurity defenses to 
access a lawyer’s confidential data.88 Were that to happen, 
lawyers could expect to see the same kind of tactics seen 
with ransomware and other malware that take law firms’ 
data hostage and demand ransom payments to release it.89 
The concomitant civil or ethics liability in such a scenario 
might depend on whether the lawyer can demonstrate 
that they took reasonable steps to secure repositories of 
confidential client information, including by only using AI 
tools that prioritize data security.90

C.	 Supervision of Lawyers and Nonlawyer Assistants 
Who Use AI

As the California Supreme Court observed more than 
50 years ago, “[e]ven though an attorney cannot be held 
responsible for every detail of office procedure, he must 
accept responsibility to supervise the work of his staff.”91 
A lawyer’s failure to exercise adequate supervision over 
subordinate attorneys or nonlawyer assistants may result in 
disciplinary proceedings by the Bar against both the lawyer 
and the lawyer's firm.92 It may also result in malpractice and 
other civil liability.93

The following sections separately set forth the authority 
governing lawyers’ independent duties to supervise 
subordinate attorneys and to supervisor nonlawyer 
assistants. A combined section then addresses the 
implications of AI on both duties.

1.	 Governing Rules for Managing/Supervising Subordinate 
Attorneys Who Use AI

The extent of an attorney’s duty to oversee and direct 
other attorneys depends on whether they have managerial 
power at a firm and also whether they supervise subordinate 
attorneys at the firm.

Managerial lawyers are those with authority to manage a 
law firm. They must “make reasonable efforts to ensure 
that the firm has in effect measures giving reasonable 
assurance that all lawyers in the firm comply with [the 
Rules of Professional Conduct] and the State Bar Act [i.e., 
Business and Professions Code sections 6000-6243].”94 
Meanwhile, supervising lawyers are those with “direct 
supervisory authority over another lawyer, whether or 
not a member or employee of the same law firm.” They 
must “make reasonable efforts to ensure the other [i.e., 
supervised] lawyer complies with [the Rules of Professional 
Conduct] and the State Bar Act.”95 Finally, lawyers may be 
deemed responsible for another lawyer’s ethical violation 
in two scenarios: first, if they “order[] or, with knowledge of 
the relevant facts and of the specific conduct, ratif[y] the 
conduct involved”; and second, if they possess managerial 
or direct supervisory authority over the attorney acting 
improperly and “kn[e]w[] of the [violative] conduct at a 
time when its consequences c[ould have] be[en] avoided or 
mitigated but fail[ed] to take reasonable remedial action.”96

As the comments to Rules of Professional Conduct, rule 
5.1, make clear, these statutory duties envision managerial 
attorneys being proactive about “establish[ing] internal 
policies and procedures designed” to address the most 
common ethical issues affecting law firms, including 
“detect[ing] and resolv[ing] conflicts of interest, identify[ing] 
dates by which actions must be taken in pending matters, 
account[ing] for client funds and property, and ensur[ing] 
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that inexperienced lawyers are properly supervised.”97 
Furthermore, while Rules of Professional Conduct, rule 5.3, 
speaks to ethical/disciplinary responsibility, “[t]he question 
of whether a lawyer can be liable civilly or criminally for 
another lawyer’s conduct is beyond the scope of” the Rules 
of Professional Conduct.98

2.	 Governing Rules for Managing/Supervising Nonlawyer 
Assistants Who Use AI

Lawyers owe comparable duties to supervise “nonlawyer 
assistants” employed or retained at a firm, including 
“secretaries, investigators, law student interns, and 
paraprofessionals,” such as paralegals.99 With respect to 
such nonlawyer assistants, managerial lawyers must “make 
reasonable efforts” to ensure their firm “has in effect 
measures giving reasonable assurance that [assistants’] 
conduct is compatible with the professional obligations of 
the lawyer,” i.e., the Rules of Professional Conduct and the 
State Bar Act.100 And lawyers with supervisory responsibility 
over a nonlawyer assistant must “make reasonable efforts 
to ensure that the [assistant]’s conduct is compatible with 
the professional obligations of the lawyer.”101 In either case, 
the effort required by managerial or supervisory attorneys 
presumptively entails both “appropriate instruction” at the 
outset, as well as ongoing “supervision concerning all ethical 
aspects of their employment.”102 In other words, even the 
world’s best training program for nonlawyer assistants at the 
start of their career will not suffice. One or more lawyers 
must also monitor and actually supervise that nonlawyer 
assistant throughout his or her career for this duty to 
be satisfied.

Attorneys, whether managerial, supervisory, or otherwise, 
can become responsible for a nonlawyer assistant’s conduct 
if they “order[] or, with knowledge of the relevant facts and 
of the specific conduct, ratif[y] the conduct involved” or if 
they are managerial or supervisory lawyers with knowledge 
“of the [violative] conduct at a time when its consequences 
can be avoided or mitigated” and they “fail[] to take 
reasonable remedial action.”103

And while not a California authority, a January 2024 Florida 
Bar Ethics Opinion found that a generative AI tool was a 
“person” over whom an attorney owed a duty to supervise 
(among other duties).104

3.	 Extrapolating Supervisorial Duties Over Lawyers and 
Nonlawyer Assistants to AI

For both managerial and supervisory lawyers, the principal 
recommendation remains the same: start establishing 
internal policies and procedures about AI use now. The Mata 
v. Avianca case and similar ethical blunders should be all 
the warning one needs. In those policies and procedures, 
and in discussions with subordinate lawyers and assistants, 

managerial and supervisory lawyers must provide clear 
guidance on: (i) when (if ever) one may use generative 
AI for client work; (ii) which AI tools one should use and, 
conversely, which tools one should avoid; (iii) how to use 
those tools ethically and effectively; and (iv) whether and 
when to disclose the use of AI to others, including other 
attorneys at the firm, a client, a judicial officer, or some other 
third party.

Although prophylactic policies will help, managerial and 
supervisorial lawyers cannot satisfy their duty to supervise 
with respect to AI merely by enacting them. Managerial 
and supervisorial lawyers must also encourage and 
audit subordinate attorneys’ and nonlawyer assistants’ 
compliance and success under those regimes. As more data 
is gathered and as AI technologies progress, managerial and 
supervisorial attorneys must also then revise and augment 
their AI policies.

Beyond enacting and enforcing AI policies and procedures, 
managerial and supervisory attorneys would also do well to 
arrange for CLEs and other opportunities to foster continued 
learning about AI. Even lawyers with thorough, up-to-date 
knowledge on the current state of legal AI tools may find 
their knowledge obsolete in a relatively brief time if they 
neglect to monitor developments in this fast-changing space.

D.	 Candor with Courts and Clients

Attorneys owe separate duties of candor to courts and 
to clients. As with the foregoing Section VI(C), the law 
governing each independent duty of candor is outlined and 
then followed by a combined discussion of implications of AI 
on both.

1.	 Governing Law re Candor with Courts

Rules of Professional Conduct, rule 3.3(a), requires lawyers 
to be candid with courts by prohibiting three overarching 
kinds of conduct. First, Rules of Professional Conduct, 
rule 3.3(a), prohibits lawyers from being actively dishonest 
with courts, including by “mak[ing] a false statement of 
fact or law to a tribunal” and from “fail[ing] to correct a 
false statement of material fact or law previously made 
to the tribunal by the lawyer.”105 Second, it bars lawyers 
from being dishonest with courts about legal authority, 
including specifically “fail[ing] to disclose to the tribunal legal 
authority in the controlling jurisdiction known to the lawyer 
to be directly adverse to the position of the client and not 
disclosed by opposing counsel,” or to “knowingly misquote to 
a tribunal the language of a book, statute, decision or other 
authority.”106 And third, Rules of Professional Conduct, rule 
3.3(a), precludes lawyers from “offer[ing] evidence that the 
lawyer knows to be false.”107
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As a corollary to that third prohibition, Rules of Professional 
Conduct, rule 3.3(b), provides that a lawyer who “knows that 
a person intends to engage, is engaging or has engaged in 
criminal or fraudulent conduct” before a tribunal must take 
“reasonable remedial measures” to the extent permitted 
by the Business and Professions Code and the Rules 
of Professional Conduct. Such remedial measures may 
include attempting to dissuade the improper conduct and, 
if necessary, withdrawing. They do “not include disclosure 
of client confidential information, which the lawyer is 
required to protect under [section 6068(e) of the Business 
and Professions Code] and [Rules of Professional Conduct, 
[r]ule 1.6.”108 In terms of duration, both this duty to take 
remedial measures and the aforementioned duties under 
Rules of Professional Conduct, rule 3.3(a), persist until “the 
conclusion of the proceeding.”109

Lastly, Rules of Professional Conduct, rule 3.3(d), imposes 
heightened duties of candor on lawyers appearing ex parte 
(i.e., without an opposing party present) before a tribunal. In 
ex parte hearings, a lawyer present “shall [i.e., must] inform 
the tribunal of all material facts known to the lawyer that will 
enable the tribunal to make an informed decision, whether 
or not the facts are adverse to the position of the client.”110

2.	 Governing Law Regarding Candor with Clients

Communicating candidly with clients is fundamental to being 
a lawyer. Indeed, the California Supreme Court held decades 
ago that failing to communicate adequately with a client also 
amounts to a failure to act competently as a lawyer.111

A lawyer’s duty to communicate with their clients is 
multifaceted, embracing many discrete components of a 
representation, including discussions about the means by 
which to accomplish a client’s objectives, about settlement 
offers, about matters requiring the client’s informed 
consent, and more.112 Among other aspects of the duty to 
communicate candidly with clients, lawyers must keep a 
“client reasonably informed about significant developments 
relating to the representation.”113 A lawyer’s failure to keep a 
client informed about a “significant development” is grounds 
for State Bar discipline.114

As one might expect, “[w]hether a particular development 
is significant will generally depend on the surrounding facts 
and circumstances,”115 including the nature and scope of 
the representation.116 But while that is as far as the Rules 
of Professional Conduct go in expressly delineating the 
limits of significance, state and local bar associations have 
helped fill in the gaps. Importantly, several bar associations 
have opined that a change in the lawyers working on a 
case and the decision to outsource services for a client 
both constitute significant developments or facts requiring 
disclosure to the client.117

3.	 Extrapolating Candor Rules to AI

Several best practices about AI are apparent from this 
constellation of rules about candor with courts and 
with clients.

With respect to courts, it is essential that lawyers verify 
whether their tribunal prohibits or otherwise requires 
disclosures about the use of AI. As of mid-2024, dozens 
of federal judges have enacted standing orders doing just 
that, i.e., prohibiting the use of generative AI in the absence 
of (i) human quality-control review of all AI outputs, and 
(ii) disclosure to the court.118 Although there does not appear 
to be a comprehensive list of California state courts that 
have imposed similar rules regarding AI, surveys of state-
court judges and courtroom staff bespeak strongly held 
beliefs by California state judicial branch employees about 
generative AI. As time wears on, it seems highly likely that 
most courts and/or judges will have express rules about 
the use of AI, either at the courthouse or courtroom level. 
Practitioners would therefore do well to check local rules 
about AI before using it for a particular case.

As for candor with clients, lawyers must be mindful of their 
duty to advise about “significant developments.” Because 
delegating work to another human attorney generally 
constitutes a significant development requiring disclosure 
to a client, it seems highly likely that delegating work to 
an AI tool would also be sufficiently significant to require 
disclosure. But the disclosure analysis will also likely entail a 
holistic evaluation of other relevant circumstances, including 
the importance of the task to be delegated, the likelihood 
that an AI tool will make a mistake on that task, the potential 
ramifications of such a mistake, the safeguards enacted 
to mitigate these and other risks, etc.119 Thus, an attorney 
probably does not need to forewarn a client every time they 
want to perform a Google search powered by AI, or have 
Siri set up a calendar invite, or run spellcheck and cite-check 
software on a brief written entirely by a human. But an 
attorney probably should notify a client before having a legal 
AI tool draft key portions of a significant motion. Believe it 
or not, there are reported incidents of “AI lawyers” making 
appearances in court; it seems safe to predict that, among 
many other issues implicated, such a plan to have a legal AI 
tool virtually “appear” in court would almost certainly trigger 
a duty to notify the client in advance.120

E.	 Guidance by State Bar Standing Committee on 
Professional Responsibility Regarding Additional 
Ethical Considerations

In late 2023, the California State Bar’s Standing Committee 
on Professional Responsibility and Conduct released a paper 
entitled “Practical Guidance For the Use of Generative 
Artificial Intelligence in the Practice of Law.” The document 
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is short, consisting of a one-page executive summary 
followed by barely over three pages of risks and best 
practices for lawyers to consider when incorporating AI into 
their practice. The State Bar’s guidance raises several of the 
same concerns and corresponding ethical duties described 
above.121 It also raises additional ethical considerations 
and recommendations that go beyond the scope of this 
article. Practitioners in California contemplating the use 
of generative AI at their firm should take a few minutes to 
read this guidance, as it will likely be Exhibit A in any future 
disciplinary proceedings against California lawyers who have 
misused AI.

VII.	 CONCLUSION

The authors decided it would be fitting to ask ChatGPT’s 
GPT-4 model to write the conclusion to this article, so 
here you have it: “In embracing AI, attorneys must balance 
innovation with ethical vigilance, ensuring that technological 
advancements enhance, rather than undermine, the core 
values of the legal profession. By fostering a culture of 
responsibility, transparency, and continuous learning, 
[attorneys] can leverage AI to improve efficiency and client 
service while maintaining the integrity and trust central to 
their practice. As they navigate this evolving landscape, 
attorneys should advocate for ethical AI development, 
engage in interdisciplinary collaboration, and prepare for 
future challenges, ultimately ensuring that AI serves as a tool 
to augment, not replace, the human expertise and judgment 
fundamental to the practice of law.”122 
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